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Abstract. One of main advantages of publish/subscribe systems is decoupling 
of publishers and subscribers in time, space, and synchronization. Thus pub-
lish/subscribe model is appropriate in many push based data dissemination ap-
plications such as data dissemination services, information sharing, service dis-
covery, etc. However, to our best knowledge, research of performance model-
ing and adaptive schemes for publish/subscribe has not been announced yet. 
This paper presents cost model for publish/subscribe systems, analyze its per-
formance, and compare to other interaction-based models such as client-server 
model and polling models. Based on the cost analysis, we propose adaptive 
model which can dynamically select an appropriate model for each client inde-
pendently.  

1   Introduction 

Publish/subscribe system have been widely used in many applications [8, 9, 10, 11].  
Publish/subscribe system consists of publisher (ES: Event Source), server (EBS: 
Event Brokering System), and subscriber (ED: Event Displayer). After publisher 
publishes data (events) asynchronously to a server, the server disseminates the data 
(events) to subscribers which registered its interest on the server. Thus 
publish/subscribe model is appropriate in many applications such as as data 
dissemination services [12], information sharing [13], service discovery [14], etc. As 
these kinds of services are popular in mobile and ubiquitous environments, 
publish/subscriber model will be more widely used. Figure 1 depicts system 
configurations of publish/subscribe
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Figure 1. Pub/Sub System Configurations 



lish/subscribe systems, analyze its performance, and compare to other interaction 
based models such as client-server model and polling models. We can estimate per-
formance and effectively adopt publish/subscribe systems by using our proposed cost 
model and analysis of publish/subscribe systems. Based on the cost analysis, we pro-
pose adaptive model which can dynamically select an apropriate model (ex. pub-
lish/subscribe, request/reply, polling models) for each client independently. We be-
lieve the adaptive scheme we introduce here is very useful for the mobile and ubiqui-
tous services where characteristics of device and networks are diverse and dynami-
cally change. In mobile and ubiquitous services, many types of mobile devices are 
used and its performance, system resources, executing application, and user’s use pat-
tern are all different. Thus, independent model selection for each mobile device, ser-
vice, and user is very useful for mobile and ubiquitous environments.  

As a summary, cost analysis model and adaptive scheme can be used as follows:  
 static model selection: We can choose one of appropriate models for all devices 
depending on system and application parameters. 
 hybrid model selection: Each device can adopt an appropriate model 
independently, which is very useful for mobile and ubiquitous environments 
where mobile devices and users’ preference are diverse and numerous. 
  dynamic model selection: Model can be changed during a service according to 
change of status of system and network, which is common in mobile and ubiquitous 
services. 

Our analysis shows that publish/subscribe model are appropriate in many cases and 
adaptive scheme are essential especially in mobile and ubiquitous environments 
where mobile devices and users’ preference are diverse and numerous and status of 
system and network are dynamic. We can easily give many examples that 
publish/subscriber model and adaptive scheme have advantages as follows:  

 Broadcast notification services in many areas such as real-time sports news, stock 
market, etc. (publish/subscribe model) 

  Many applications such as location based services are available using many types 
of devices and communication protocols (adaptive scheme: hybrid model selection). 

 Users can alternatively choose on/off-line or power on/off to save communication 
cost or batter power, or during their movement (publish/subscribe model, adaptive 
scheme: dynamic model selection). 

 Users can alternatively use wired or wireless connection (Ethernet or CDMA) 
during services (adaptive scheme: dynamic model selection) 

 Programmer can choose model according to data access patterns and system 
parameters  for designing application (adaptive scheme: static model selection) 

 System manager can choose model according to service characteristics (adaptive 
scheme: static model selection) 

 Users can choose model according to their preference (adaptive scheme: hybrid 
model selection) 

 System can automatically choose model for each user according to his/her 
preference or use pattern (adaptive scheme: hybrid model selection) 

We also experimentally measured and compared performance of publish/subscribe 
model to client/server model on our test bed including mobile device and 



NaradaBrokering [4] (our publish/subscribe based message brokering system) to 
verify correctness of our performance model on the real systems. Our cost analysis 
model is simple but accordant with experimental results 

2   Cost Model 

In this section, we present the system models and examine the analytic cost model of 
three different models; publish/subscribe, request/reply, and periodic polling models.  

2.1   System Models  

To evaluate the cost model for different systems, we assume following basic system 
parameters to analyze cost. 

 α : publish rate in publish/subscribe model 
 β : event access rate in publish/subscribe model or data request rate in client-

server model 
 cps : publish/subscribe cost per event, cpub (cost for publish event) + csub(cost for 

subscribe event) 
 crr: cost per request and reply in request/reply (client-server) model. 
 cpoll(α,T) : cost of periodic publish or polling, where T is length of period.  
 cd(α,T) : cost of delaying publish in polling model 
 s(n) : effect of sharing among n subscribers, e.g., server can deliver events with 

low cost when it broadcasts event to many subscribers.  
 tps : time delay for publish/subscribe, tpub)(ime delay for publish) + tsub(time 

delay for subscribe) 
 trr : time delay for request and reply 
 tpoll(α, T): time delay for periodic publish. 

2.2   Cost Analysis  

In this analysis, we analyze cost of three different models without any failure of 
communication link or node. We consider (1) conceptual total cost (e.g., the number 
of message, amount of message, or time delay) per unit time for each model, (2) cost 
for each access by client (or subscriber), (3) time delay for access after subscriber’s 
(or client’s) intention, and (4) time delay between event occurrence and notification 
to subscriber (or recognition by client). Cost can be the number of message, amount 
of message, or time delay. Table 1 shows the summary of the cost for each model 
analyzed in this paper. 

Table 1.  The cost of the selected model 
Model Publish/Subscribe Request/Reply Polling 

conceptual total cost 
per time unit α (cpub + n s(n)csub) β n crr. (cpoll(α,T) + cdelay(α,T)) / T 

 
cost for each access 

β
α (

n
c pub + csub) crr cpoll(α,T) + cdelay(α,T) 

time delay between in-
tention and access 0 trr T/2 



time delay between 
 event occurrence and 
notifica-
tion/recognition  
(or access) 

tps = tpub + tsub 

(tps = tpub + tsub+ 
β
1 ) β2

1
 T/2 

 

Cost of publish/subscribe model 
Since we assume that cpub is cost for that ES(Even Source) publish events to 
EBS(Event Brokering System), and csub is cost for that ED(Event Displayer) 
subscribes events from EBS(Event Brokering System), cost of publish/subscribe 
model for each event publish and subscribe is cpub + n s(n)csub . Please remember that 
n is the average number of subscriber and s(n) is sharing effect among n nodes. When 
publish rate is α, cost per time unit is α (cpub + n s(n)csub). Now, we consider cost in 
the view point of subscriber (per each event access of subscriber). We analyze three 
performance metrics, (1) conceptual cost for each access, (2) time delay for 
subscriber to access event after its intention, (3) and time delay until notification to 
subscriber after event occurring. The average number of event occurred before each 
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, where cpub is shared among n 

subscriber and csub is required for each subscriber. Thus, average cost for each access 
is )( sub

pub c
n

c
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β
α . There is no time delay for access after subscriber’s intention since 

event has already been received. Time delay between event occurrence and 
notification to subscriber is tps = tpub + tsub.
 

Cost of request/reply model 
Cost for each request and reply is assumed to crr. Thus total cost is ncrr, where n is the 
number of client. When request rate is β, cost per time unit is: β n crr. Time delay for 
access after client’s intention is trr as we assume. Time delay between event 
occurrence and recognition of subscriber is depends on request rate (similar to polling 
rate): 

β2
1  

Periodic (polling) model 
 Periodic model is appropriate for applications in which delayed message is 
acceptable. Cost of periodic model (periodic publish or polling) per period is cpoll(α, 
T) + cdelay(α, T). Thus, cost per time unit is (cpoll(α, T) + cdelay(α, T)) /T ,  where 
cpoll(α, T) can be between crr and αTcrr. If we assume periodic publish, cost per time 
unit is (cpub (α, T) + n s(n) csub(α, T) + cdelay(α, T))/T, where cpub(α,T) is between 
cpub and αTcpub, cpub(α,T) and csub(α,T) is be between csub and αTcsub,, and cdelay(α,T) is 
proportional to between cdelay and αTcdelay. Average time delay for access after client’s 
intention is T/2. Time delay between event occurrence and recognition of subscriber 
is T/2. 



3. Adaptive Scheme 

In this section, we describe adaptive scheme that can choose an appropriate model 
among publish/subscribe and request/reply models. Each client node can select its 
own model independently (hybrid model) and change its model during its service 
(dynamic model). Our adaptive scheme based cost analysis presented in section 2. 

In this paper, we consider cost for each client’s access as a cost metric. During a 
period of time, the average number of events occurred per client’s access is measured 
for each client. At the end of the period, the average cost for each client’s access is 
computed using the analysis in section 2, which is  )( sub

pub c
n

c
+

β
α , where 

β
α is average 

number of event occurred per client’s access and n is the number of subscriber. In our 
adaptive scheme, average number of event and the number of subscriber are obtained 
experimentally during the execution of application. At the end of the period, the 
model that is expected to require less cost than the other model during the following 
period is selected independently for each client. We can summarize our adaptive 
model as follows: 

(1) During the period of time, average number of event occurred per client’s access 
is measured for each client. 

(2) If  
rrsub

pub cc
n

c
>+ )(

β
α , choose request/reply model for the next period. 

(3) else, choose publish/subscribe model. 
(4) Repeat step1 and step3 
Measuring the number of events per client’s access is important our design issues. 

We can measure the number as follows for each model chosen by adaptive scheme: 
 Request/reply model: Whenever a server receives client’s request, counter of 

associated client is increased. Then, average number of client’s request per event 
is computed for each client at the end of period and an appropriate model for the 
client is selected. Server informs client of the selected model. 

 Publish/subscribe model: A publisher includes event Id. and the number of 
subscribers on sending event message. When a subscriber accesses event, it 
compares current event Id. to the event Id. previously accessed. A subscriber 
computes an average number of events per access at the end of period and 
chooses an appropriate model for the subscriber. The subscriber informs 
publisher of the selected model. 
Fig.2 shows that publish/subscribe model is appropriate when the number of client 

is large and/or the number of event per client’s access is small. When we assume that 
cost of each access (crr ) is equal to 2 in the request/reply model, our adaptive scheme 
will select publish/subscribe model when its cost per client’s access is less than or 
equal to 2. 
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Fig. 3. Communication cost per transac-

tion by varying number of clients 
(α = 0.5, s(n)=1, cps = 2, and crr = 2; 

cpub(α,T)= cpub, csub(α,T)= csub, and cde-
lay(α,T)= 0 for periodic1; cpub(α,T)= αTcpub, 
csub(α,T)= αTcsub, cdelay(α,T)= 2αTcdealy  for 

periodic2) 

4. Performance Comparisons 

 In this section, we compare cost between pub-
lish/subscribe and request/reply models. Also, we meas-
ure performance on our test-bed as shown in Fig.1 to ver-
ify correctness of our analysis models. 

 4.1 Parametric Analysis 

In this section, we describe performance comparisons by 
parametric analysis. We set system parameters as shown 
in Table 2. Fig.3 shows performance comparisons be-
tween publish/subscribe, request/reply, and polling sys-
tems. In this experiment, cost is communication cost for 
each transaction. Since publish/subscriber system dis-
seminates data via server instead of individually for each 
client, it requires less cost than request/reply system. As 
the number of client node increases, the cost gap between two systems increases. Pe-
riodic polling system saves cost by transferring data once per period when delay cost 
is negligible. However, cost increases as delay cost increase. Polling system is viable 
approach for applications where data delay is allowed and delay cost is negligible. 

Table2. Parameters 
Param. Values 

α, β 0.5 
cps 2 
cpub, csub 11 
crr: 2 
cpoll(α, T)  1 or αT 
cdelay(α, T) 0, T, or αT 
s(n) 1/n - 1 
tps  1 
tproc  1 or 5 
trr  1 
tpoll(α, T)  1, T, or αT 

4.2 Experimental Results 

Our experiment attempts to get publish/subscribe cost per event for both a spectrum 
of message sizes and a number of mobile clients in a practical environment. The cost 
of request/reply event is also experimented for comparisons. The experiment 
environment consists of NaradaBrokering [4] system where a HHMS (HandHeld 
Message Service) [5]  Proxy plugged in, mobile clients, and conventional PC 



applications. Mobile applications are written in J2ME MIPD 2.0 [20] with the socket 
connection supporting. NaradaBrokering is used as a primary publish/subscribe 
system for a conventional wired distributed system. NaradaBrokering is being 
developing in Community Grid Laboratory at Indiana University. It is originally 
designed for a uniform software multicast to support a real-time collaboration linked 
by publish/subscribe. 
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Fig. 4. Delay time by Payload  

(Treo 600 Smartphone) 
Fig. 5. Delay Time by Number of Clients 

(J2ME Wireless Toolkit Emulator) 

We made two different measures. One for measuring a practical ‘cost per 
message’ of publish/subscribe system and RPC system. The other is measuring ‘cost 
of given number of clients’ in wired environment with phone emulator that comes 
with J2ME Wireless Toolkit. This is a limited configuration, but it is still enough to 
exemplify the analysis we’ve made in Section 2. For the message cost experiments, 
we measured a round trip time (RTT) with a spectrum of message size. A client 
application (Event Displayer; ED) on Treo 600 mobile device which is connected to 
Internet through Sprint PCS Vision service just echoes message from the message 
publisher (Event Source; ES) which runs on wired Linux machine. Thou, we use a 
mobile device for the experiment. The RPC comparison experiment is set up with 
direct socket connections between clients and RPC server. The result is shown in 
Fig.4. The next experiment is done to get a message publishing cost of given number 
of clients. Client applications run on phone emulators on one desktop and two 
Laptops. Laptops equipped with Pentium4 processor and minimum 384 MB memory. 
For the connection, one has wired connection and the other has 802.11b wireless 
connection. A publisher application publishes a message and when it gets all ACKs, it 
gets the time stamp. Fig.5 shows the result, which is about accordance with analysis 
shown in Fig.3. We define the data transition time of publish/subscribe and RPC as 
RTT / 2 and RTT respectively from the semantics of each messaging scheme. 

5. Conclusion 

We present cost analysis model for publish/subscribe systems. Based on the cost 
analysis, we propose adaptive scheme which can dynamically select an appropriate 
model for each client independently. We can estimate performance and effectively 
adopt publish/subscribe systems by using our proposed cost model of publish/subscribe 



systems and adaptive model. Experimental results (delay time by number of clients) 
from our test bed are quite similar to our cost analysis models, which verify that our 
cost analysis model is useful to select proper model and to design adaptive schemes. 
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